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PURPOSE: To examine and compute the distortion experienced by a wide-band frequency-

modulated (or phase-modulated) signal as it is transmitted through the earth's
ionosphere. The results can be used as an aid in designing satellite systems that
transmit television or multichannel telephone signals.

RELATED TO: RAND's continuing study of communication satellite technology for the

National Aeronautics and Space Administration.

DISCUSSION AND METHODOLOGY: When a terrestrial station is linked to an earth satel-

lite at synchronous altitude, the propagation path traverses virtually the entire
ionosphere in a direction depending on the relative location of the station and
the satellite. This path can range from the zenith to the near horizon. The aver-
age integrated electron density through the ionosphere is about 1017 electrons/m?,
but can vary by a factor of 10, Efficient use of satellite power requires wide-
band transmissions, and distortion of signal occurs because of the dispersive ef-
fects of the ionosphere, with greater effects at lower carrier frequencies and
during periods of solar activity. Previous work has been concerned with the trans-
mission of individual pulses, and with spectral analyses for wide-band FM, based
on expanding the quasi-stationary approximation to the filtering effect of the
ionosphere and retaining the lower-order distortion terms. The present analysis
used a modification of the Bedrosian-Rice technique (P-3502, Distortion and Cross-
talk of Linearly Filtered, Angle-modulated Signals, March 1967). An expansion

was obtained for the phase of an angle-modulated (AM) signal passed through a
general linear filter, and a spectral analysis was performed. The ionosphere was
then modeled as such a filter, and numerical computations of the output linear-
signal, cross-power, and intermodulation spectra were performed for the case of

an FM signal having a flat gaussian baseband. Two examples of current interest
were examined numerically: a high-capacity communication link of the Intelsat
type, and a wide-band video transmission near the upper end of the UHF television
band.

PRINCIPAL FINDINGS: Ionospheric dispersion will not cause significant intermodulation

distortion in a typical wide-band FM communication satellite link except under the
most severe conditions. Nevertheless, for a given baseband signal and r-f band-
width, operation over a given path should be at as high a carrier frequency as
possible.

The situation is less promising with respect to color television. The calcu~
lated ratios of signal-to-distortion and to cross-talk are about 20 db. It is dif-
ficult to assess the subjective effect of intermodulation distortion for a hypo-
thetical TV distribution system using wide-band FM transmission from a satellite
relay as compared with the '"snow" produced by a conventional vestigial-sideband AM
transmission corrupted by thermal noise. The thermal noise in AM video is uniform,
whereas the intermodulation distortion of FM varies roughly as the square of the
baseband frequency and can display a strong correlation with the signal. Color
transmission would suffer also from a degradation of color separation because of
synchronizing phase errors. Just how objectionable these effects would be cannot
be determined by computation. An experimental investigation would be desirable,



PREFACE

This study, undertaken as part of RAND's continuing study of
Communications Satellite Technology for the National Aeronautics and
Space Administration, considers the intermodulation, or distortion,
experienced by a wide-band, frequency-modulated signal as it is trans-
mitted through the earth's ionosphere.

The efficient use of the power available from satellites requires
the use of wide~band transmission. Distortion occurs because of the
dispersive effects of the earth's ionosphere, with the effects greater
at the lower carrier frequencies and during periods of solar activity.
This Memorandum studies this phenomenon and provides a means for com-
puting the resulting distortion. The results of the study can be
used as an aid for designing satellite systems that transmit television

or multichannel telephone signals.



SUMMARY

Communication links to earth satellites are not usually affected
adversely in traversing the ioncsphere. However, the nonlinear vari-
ation of the refractive index with frequency causes a dispersion which
can result in significant signal distortion under certain circumstances.
A wide-band signal operating at the lower carrier frequencies and taking
a low-elevation path through a disturbed ionosphere constitutes such
a case. The effect of ionospheric dispersion is examined in this Memo-
randum for the particular case of frequency (or phase) modulation.

In a previous analysis (P-3502, Distortion and Crosstalk of Line-

arly Filtered, Angle-modulated Signals, The RAND Corporation, by

E. Bedrosian and S. 0. Rice) an expansion was developed for the output
phase of an angle-modulated signal which had been passed through a
generalized linear filter. The ionosphere is modeled as such a filter
in this Memorandum, and a spectral analysis of the demodulated signal
is performed assuming a gaussian modulating waveform. From this,
formulas are obtained for the output signal-to-distortion and signal-to-
cross-talk ratios. All of the spectral results are presented graphi~
cally for FM with a uniform baseband.

Two cases of current interest are examined numerically to illus-
trate the use of the results. The first case typifies a high~capacity
communication link of the Intelsat variety, and it is seen that a
significant degradation can occur only under the most unusual condi-
tions. The second example considers a wide-band TV transmission near
the upper end of the UHF TV band; in this case, ratios of signal-to-

distortion and to cross-talk of about 20 db result. Ratios of this



vi

order are clearly cause for concern, but it is not possible to assess

their subjective effect by relating them to the familiar interference

produced by thermal noise which is uncorrelated with the signal.

Also, a TV signal, particularly if color, is not as well modeled by

a gaussian signal as is a typical multichannel telephone baseband.

For these reasons, it is concluded that an experimental investigation

would be desirable both to verify the theory and to develop subjective

interference criteria.
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I. INTRODUCTION

Communication links between terrestrial stations and earth satel-
lites or space probes invariably employ operating frequencies well above
those for which ionospheric absorption or refraction are significant.
Other effects, such as Faraday rotation and path splitting, are either
found to be unimportant or are accommodated without difficulty. However,
this is not necessarily the case for the dispersion produced by the non-
linear variation of the velocity of propagation with frequency. A wide-
band signal traversing a disturbed ionosphere can experience considerable
distortion at the lower carrier frequencies.

Much of the work to date on ionospheric-induced distortion has been
concerned with the transmission of individual pulses or of pulse-type
modulation, although some attention has also been directed to analog-
type modulation., This work is briefly reviewed in Ref. 1. The earliest
work which appears to relate directly to the results presented here was
aone by Rice(2> in 1957. He approximates the expression for the output
phase of a filtered signal for the case of small distortion and then
performs a spectral analysis using second-order modulation terms. In
particular, he obtains the spectrum of the "interchannel interference"
(Eq. (5.5)) when an FM signal having a flat gaussian baseband is passed
through a filter with a uniform attenuation and quadratic phase charac-
teristic. It will be shown later in this study that this yields a narrow-
band approximation to the more precise result presented here,

Direct applications to ionospheric propagation of wide~band FM,
which is of interest in broadcasting and relaying TV signals, were per-

formed by Shaft,(3> and Prosin(a) in 1963, and by Denton, Scheibe and




(5)

Huntsberger in 1965 using the quasistationary approximation to the
filtering effect of the ionosphere. 1In each case, the distortion spec-
trum (Shaft, Eq. (21); Prosin, Eq. (39); Denton, et al., Eq. (4.26)) is
obtained by expanding the quasistationary approximation and retaining
the lower order distortion terms, thereby yielding results which agree
with Rice's approximation given in Ref. 2,

The following analysis is based on the technique described by
Bedrosian and Rice<6) wherein an expansion is obtained for the phase of
an angle-modulated signal passed through a general linear filter. The
expansion is then specialized to the case of a symmetrical band-pass
filter, and the output spectrum is computed numerically for the case
when an FM signal, having a flat gaussian baseband, is passed through
a single-pole filter.

In this Memorandum, a spectral analysis is performed when a general
filter is used. The ionosphere is then modeled as such a filter and
numerical computations of the output spectrum are again performed for
the case of an FM signal having a flat gaussian baseband. The results
are interpreted for specific examples of transionospheric propagation of
a wide-band FM signal using communication and video basebands., The
signal-to-distortion ratios predicted in a TV case of potential interest
are shown to be poor enough in comparison with the accepted signal-to-

noise criteria for high-fidelity transmission to warrant an experimental

investigation to determine the nature and subjective effect of distortion.




II. OUTPUT PHASE FUNCTION

Consider the angle-modulated signal
s(t) = exp i[2mf t + @(t)] (1)

where fO is the carrier frequency and ¢ is the modulating signal.
When this signal is passed through a filter having an impulse response,

g, and a transfer function, G, where

@

o) = | g(o)

—c0

[os]
. .
12T G a(py = j c(£)et T 4f (2)
[e e}

are a Fourier pair, then the output phase, 9, is given by(6)

B(t) = -BO + Re &(t) + 2 -nl—, Im infn (3)

n=2
where Bo is the phase shift at the carrier frequency
Bo = -Im log G(fo) (4)

and the function ¢ is given by

o0
2 (6) = | y(p(e-T)ar (5)
0]
where Si0WE t
_g(t)e
Y(t) = G(f ) (6)
o
The first four coefficients in the series are
£ = F f =F - 3F
2 T2 4 T4 2
f3 = F3, f5 = F5 - 10 F3 F2 (7)

where



Fn = j y(T)[w(t-T)-Q(t)]n dr (8)
0

Additional coefficients and a discussion of the convergence of this
series are presented in Ref. 6.

The impulse response, v, given by Eq. (6) is associated with a
filter which is a normalized, frequency-shifted version of the original
filter. The transfer function of this hypothetical filter is

G(f+fo)
L = -7;(E;y- (9
and it follows, from Eqs. (2) and (6), that

f vy(T)dr = T"(0) = 1 (10)
0

If the original filter is physically realizable, then its impulse
response, g, vanishes for t < 0 and is real, while its transfer function,
G, has an even real part and an odd imaginary part by virtue of Eq. (2).
From Eq. (6), it is seen that the impulse response, Y, of the normalized
frequency-shifted filter also vanishes for t < 0, but v is complex in
general, and its associated transfer function, [', lacks the symmetry
properties of G.

It is convenient, therefore, to write

v(r) = v () + 1 v, (6) (11)

where, from Eq. (10),

f yr(t)dt 1, J v;(B)dt = 0 (12)
0 0




Then, since Y, and v, are real functions, it follows that they can be

associated with the transfer functions

ACE) = f yr(t)e-izﬂft dt
0

A(CE) = j yi<t)e'i2”ft de (13)
0

which do have the even real-part and odd imaginary-part symmetry of G.
Of course, & and A are complex, in general. In terms of the real

and imaginary parts of [,

(E) = T_(6) +40,(F) = () + iA(£) (14)
from which it is seen that
A(EY = % [Fr(f)+Fr(—f)] + i % [Ti(f)—Pi(-f)]
L(E) = % [?i(f)+Fi(—f)] - % [Fr(f)—Fr(—f)] (15)

These functions completely characterize the normalized, frequency-shifted

filter to be used in the ensuing spectral analysis.

The output phase through terms of third order is, from Eq. (3),

Im i%F, + — TIm if. + ... (16)

- 1
g(t) = —po + Re &(t) + o 2 3 3

Writing the function ¢ in terms of its real and imaginary parts yields

2(e) = ¢ (r) + 1 2.(b)
= J yr(r)@(t-r)df + i f yi(T)@(t-T)dT (17)
0 0



Substituting in Egs. (7) and (8) and noting\Eqs. (12) then leads to

. 2
8(t) = B+ 5.(0) - 3 | v, () |#(e=m)-2_(0) | an

N
ot—— 8

- % g yr(T) [w(t-r)-@r(t)]3d7

° 2
- % @i(c) g yi(T) [@(t-?)-@r(t)J dT + ... (18)

which is the desired form of the output phase. The leading term
yields the basic phase shift at the carrier frequency. Depending on
the nature of the input phase, ¢, additional phase shifts will, in
general, be contributed by the remaining terms. Even if ¢ is zero
mean, phase shifts can be generated by terms such as the third one.
The second term in Eq. (18) is a linearly filtered version of
the input and represents the principal time-varying component of the
output when the distortion is small. Successive terms yield the

various orders of distortion to the output.




III. SPECTRAL ANALYSIS

The spectral density, Wy, of the output phase, 8, will be deter~
mined by the conventional technique of taking the Fourier transform of

the autocorrelation function of 6

Wy (£) = & E 6(t)0(t-7) (19)
where & denotes the Fourier transform operator and E, the expectation
operator, denotes an ensemble average defining the autocorrelation
function

Ry (T) = E 8(t)8(t+7) (20)
and where R and W are a Fourier pair. 1In terms of phase rates

W (6) = (D% (D; WD) = W (6)/ (21D’ (21)

If angles are measured in radians and frequency in hertz, the units of
Wy are radz/Hz, and those of Wy are (rad/s)z/Hz.

When the expansion for the output phase given by Eq. (18) is sub-
stituted in Eq. (19), the results contain a variety of functional pair-
ings. lLet B, ¢, f2, f3, etc., denote the terms in the output phase

given by Eq. (18) and denote the individual pairings by terms such as

oxf FE Q(L)E(t+T) (22)

Then, as discussed in Ref. 6, the "linear-signal' component of the out-
put spectrum is identified as the &x%® term and denoted by wé. The ®xf
and fXf terms contribute some output spectral components in which the
input spectrum, w¢, appears as a multiplier; these are identified as
the "cross-power" component of the output spectrum and are denoted by

wg. The "intermodulation' component of the output spectrum is denoted



by wé and is given by the balance of the frequency-dependent spectral
terms which result from the fXf pairings. In addition to these three
types, which are identified in Ref. 6, a zero-frequency or "dc¢'" term,
denoted by gi, appears in the analysis of the general case.

For the purposes of the spectral analysis, the input signal, ¢,
is taken as a gaussian process having a spectral density, wtp (the

details of the analysis are presented in the Appendix). The leading

terms of the various componemts of the output spectral density are

given by
62 - 5(2) -8 f dp W, (P)Re A(p)N(-p)
Wg(5) = |ace) [ ()
Wo(E) = zw@<f>_£ dp W, (P) {Re A(D)[8(p)A(-p=£)~A () (~p-D) ]
+ 12O 101 13- 1a0) 117 + 2Re A(5)A(-D)A(2)A(-5))
WD) = 3 [ ap W (odu (E-0) Ja(oIA(E-p) + APIB(E=p) - (D2 (23)
0 2 v P (@)

The principal dc term results from the BX3 operation with a second-

order correction from the Bsz term; third-order corrections, which

are not shown, come from the Bxf4 and f2Xf2 terms. As stated above,

the linear-signal component is due to the $X® term. The cross-power

component is due solely to the ®Xf, term since the f_Xf

ield
3 2%t term yields

only an intermodulation component in this case.




IV, APPLICATION TO IONOSPHERE

A transfer function which is characteristic of the transionospheric
propagation path is required to use the foregoing analysis. Since, for
all practical purposes, the ionosphere behaves as a linear medium and is
time~invariant on time scales of interest for communication purposes, it
follows that the propagation path under consideration can be modeled as a
cascade of the same path in vacuo and a filter which reflects only the
properties of the ionosphere. The transfer function of that filter is
then given by the ratio of the steady-state frequency response of the
actual transionospheric path to that of the free-space path.

The relative bandwidth of the transmitted signal will be assumed to
be sufficiently small, and the carrier frequency sufficiently large in
comparison with the plasma frequency, so that the effect of ionospheric
absorption can be neglected. Since the distance dependence is the same
for both paths, it follows that the transfer function depends solely on

the difference between the phase characteristics of the two paths, and

is given by

G(f) = explik | (n-1)ds] (24)
where
k = 27f/c is the phase constant
c =3x 108 m/s is the speed of light
n = <1-f§/f2>/2 is the refractive index of the ionosphere at frequen-

cies well above the plasma frequency, £f_,
integration is along the propagation pagh.

and the
For frequencies large in comparison with the plasma frequency, the
refractive index can be expanded in a binomial series. Then, expanding

the leading term, 1/f, in a Taylor's series about the carrier frequency,

fo, yields the high-frequency narrow-band approximation



10

- f  (f-f )2

£

kN

G(f) = eXp{i = [fL - > 2+ 3° ] I £2 ds} (25)
o f fO P

o

where the various terms represent, respectively, the constant, linear
and quadratic components of the frequency-dependent phase shift intro-

duced by the ionosphere. To simplify the expression, let

c f3
o]

f = —— (26)
c 2
Tmif ds*
f p

Then, denoting normalization to fC by underlining yields

. 2
B, = -Im log G(f) = -f_

= (27)

b

P—hlP'h
(e} e}

£
L
for the carrier-frequency phase shift, Bo’ defined by Eq. (4). The
transfer function, I°, of the normalized, frequency-shifted equivalent

filter of the ionosphere then becomes, from Eq. (9),

G(f+f0) ” £

N = —— = —' 1 = - 8

(D) R exp ( 1fof+;£ ), £ r; (28)
0 — - c

and the associated transfer functions defined by Eq. (15) become

-ifof 5 -if f 2

A(f) = e —=- cos £, ACE) = e =2- sin £ (29)

When these functions are substituted into the expressions for the

components of the output spectral density given by Eq. (23), the re-

sult is -
g2 - % 4 £ f do W_(p)sin 2p°
° _° ¢ -
L, )
We(f) = w@(f)cos £
C, . 2 2 2, . 2
we(f) =~ 4 cos f w@(f) dp w@(p)cos(f +2p“)sin pf
I, . A 2,2 2
we(f) =2 dp w@(p)ww(f-p)51n_g(gﬁﬁ)cos (P -pf+£7) (30)

-0
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It is not surprising that the terms in f appearing in A and A vanish
in the expressions for the output spectrum, since a term which is
linear in frequency can be expected to yield only a pure time delay
to the propagated signal.

The parameter, fc’ has the units of frequency, and can be seen
from Eq. (28) to correspond to that frequency difference from the
carrier frequency at which the square-law component of the nonlinear
phase shift produced by the ionosphere equals one radian. Thus, it
serves as a convenient measure of the degree of nonlinearity in the
phase characteristic of the ionosphere. Since there is no need to
consider an accompanying nonlinear amplitude characteristic, fC will
be referred to simply as the "characteristic frequency'" of the iono-
sphere at that carrier frequency.

For computational purposes, it is more convenient to express
the characteristic frequency in terms of the electron density rather

than the plasma frequency. As is well known(7)

2 ez Ne
= ) = T
wy — wp = 2ME (31)
o
where
-19 ,

e = 1,602 x 10 C is the electron charge

m = 9.109 x 10-31 kg is the electron mass
€, = 8.854 x 10"12 F/m is the permittivity of free space
Ne = electron density in electrons/m3

Substituting in Eq. (26) and defining

2
NT = I Ne ds, electrons/m (32)
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as the electron density integrated along the propagation path then

yvields
3/2

3 fo
1/

NT

fC = 1.088 x 10 s Hz (33)

N

where fo is the carrier frequency in Hz. The characteristic fre-
quency is plotted as a function of carrier frequency for a number of

integrated electron densities in Fig. 1.
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V. COMPUTATIONS FOR FM WITH A UNIFORM BASEBAND

One transmitted signal of practical interest is that generated
by using a gaussian baseband signal, with a spectral density uniform
in (-B,B) and zero elsewhere, to frequency modulate a carrier at an
rms frequency deviation, D. Such a baseband signal closely approxi-
mates a multichannel, frequency-division-multiplexed telephone
signal. It also approximates a television video signal, though
less well, partly because typical video spectra are not uniform
and partly because the amplitude distribution of a video signal is
less nearly gaussian than that of a multichannel telephone signal.*

The spectral density of the input phase rate will therefore
be taken as

o p?

B 3

Wo(£) = |£] =B (34)
and zero elsewhere. Then, using Egqs. (21) to convert between the
spectra of phases and phase rates and substituting Eq. (34) into

Eqs. (30] vields the following spectral components of the output

phase rate

“Other related properties are discussed in the next section.
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WE( ) 2
s SRt LN b I
D7/f =
C

c B
we (£) d

P
T NN
D /fC B 0 £
I ) B
WE(E)  om?e I dp
4 37 2 2 2
D /fC B |£]-B 2 -1t

2
x sin’o(p-|£]ycos” (o -plgl+£%) ,  |fl <28 (35)

where it is understood that the terms vanish in those frequency inter-
vals in which they are not defined and where underlining indicates
normalization to fc.

The spectral density of the linear-signal component of the output
phase rate given by the first of Eqs., (35) is plotted as a function

of the relative baseband frequency, £/B, for a number of normalized

1.
3

baseband frequencies, B/fc’ in Figs. 2 and 3.7 A feature of note is
the progressive drop in the high-frequency content as the baseband
is widened relative to the characteristic frequency.

The magnitude of the cross-power spectral density given by the
second of Eqs. (35) is plotted in a similar fashion in Figs. &4 and 5.
Unlike the linear-signal component which results from a pure auto-

correlation and therefore has a real, positive, even spectral density,

“These and all subsequent computations were performed numerically
using the RAND JOSS computer. JOSS is the trademark and service mark
of The RAND Corporation for its on-line time-shared computer program
and services using that program.
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the cross-power stems from a cross-correlation and need not be so
constrained. 1In this case, the spectrum is real and even but neg-
ative, at least for the range considered for the parameters. Other
than that, the principal distinguishing feature of the cross-power
spectral density is that it generally increases steadily across the
baseband.

The intermodulation spectral density given by the third of Egs.
(35) is plotted in Figs. 6 and 7. Since the intermodulation is derived
from an autocorrelation function, it too is a real, positive even func-
tion. As is characteristic of a second-order spectral density, it
extends to twice the highest baseband frequency, falling smoothly to
zero. Like the cross-power, the intemmodulation increases across the
baseband. Since the linear-signal is roughly constant, it follows
that the cross-correlation between the intermodulation and the linear-
signal, as indicated by the cross-power, is approximately constant
across the baseband.

Narrow-band approximations to these spectra are readily obtained
by expanding the circular functions in Eqs. (35) and retaining only

the leading terms. Then,

2 B !
D7/ f =
c
o
W (£) - gn’ 2
4,3 T R ., lf‘ =B
D /f =
Cc
I
Wz (£) 2
—s =25 fPm-lg) ., el s 2m (36)

D4/f3 B
C
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These spectra are plotted as dashed lines in Figs. 4 to 7 for the lower
values of B/fc. The results by Rice, Shaft, Prosin, and Denton, et
al., mentioned in the Introduction, agree with the third of Eqs. (36)
above. As seen in Figs. 4 to 7, the approximation is quite good for
values of B/fC up to about 0.5.
The ratio of the linear~signal to the intermodulation spectral
densities, i.e., the ratio of the first and third of Eqs. (35), is
plotted in Fig. 8. As explained in Ref. 6, this ratio approximates the
signal-to-cross-talk ratio in a given channel of a multichannel, frequency-
division-multiplexed modulating signal as a function of its position with-
in the baseband. The approximation improves as the number of channels
is increased. The poorest channel (i.e., the one with the lowest signal-
to-cross-talk ratio) lies at the upper end of the baseband, a fact which
compounds its difficulties since it is also the channel with the lowest
signal-to-noise ratio due to thermal noise in the r-f channel.
Also shown in Fig. 8, as a dashed line, is the approximation avail-

able by forming the ratio of the first and third of Egs. (36), i.e.,

WE(E) L2
A L (37)
wp(e) £, £ (-

To this approximation, the signal-to-cross-talk ratio, SCR, in the

poorest channel is given by

O (38)
SCR 38
min Wg(f) 2222

which is obtained by evaluating Eq. (37) at |f‘ = B.
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The signal-to-distortion ratio, SDR, is the ratio of the total
linear-signal to total intermodulation obtained by integrating the
first and third of Egs. (35) across the baseband and forming their
ratio, which is plotted in Fig., 9. Again, an approximation can be

obtained from Eqs. (36) yielding

(39)

which is plotted as a dashed line in Fig. 9. Both the signal-to-
cross-talk and the signal-to-distortion ratios are seen to be very
well approximated by Eqs. (37) and (39) for the range of the baseband-

to-characteristic frequency ratio, B/fc’ considered.
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VI. EXAMPIES AND DISCUSSION

The foregoing results can be applied to the problem of linking a
terrestrial station to an earth satellite at synchronous altitude. The
propagation path traverses virtually the entire ionosphere in a direc-~
tion which depends on the relative location of the station and the sat-
ellite and can range from the zenith to the near-horizon. The integrated

electron density, N in Eq. (32) for a path to the zenith at midlati-

T,
. 17 2
tudes through an average ionosphere amounts to about 10 electrons/m”,
but can vary by a factor of 10 either way depending on the time of day,
the season, the position in the solar cycle, and the geographical lo-
(8,9)

cation. Similarly, a path near the horizon can yield a value for

NT of from 1018 to 1019 electrons/m2 under adverse conditions.

As an example of a particular application, consider a heavily
trafficked point-to-point communication link via a synchronous earth
satellite. Assume the down-1link consists of a wide-band, FM transmis-
sion at a carrier frequency, fo, of 4 GHz having an rms frequency de-
viation, D, of 20 MHz and using a CCIF standardized, 960-channel base-
band which extends to a maximum baseband frequency, B, of 4.028 Miz.

A worst-case ionospheric path having an integrated electron density of

1019 electrons/m2 then yields a characteristic frequency, fc, of 87 MHz
from Fig. 1 or Eq. (33). The normalized maximum baseband frequency, B,
becomes 0.0463, and the normalized rms frequency deviation, D, becomes

0.230, so from Eq. (38), the signal-to-cross-talk ratio, SCRmin’ in the
worst channel becomes 8830 (39.5 db).

This example indicates that ionospheric dispersion will not cause

significant intermodulation distortion in a typical wide-band, FM,
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communication-satellite link except under only the most severe, and,

therefore, generally infrequent, conditions. The direct dependence
of SCR.min on the various communication parameters is shown by com-

bining Eqs. (33) and (38),

f

2 2
DB NT

12

N o

SCR.min = 1.401 x 10 (40)
The sixth-power dependence on carrier frequency clearly dominates.

For example, fo need only be halved (-18 db) to virtually overcome
the effect of a tenfold decrease in NT(-ZO db). For a given baseband
signal and r-f bandwidth, operation over a given path should be at as
high a carrier frequency as possible.

Another example is the use of a satellite to relay TV programs (in
color or monochrome) either directly to a viewer or to an intermediate
station for conventional rebroadcast. Again, assume wide-band FM, but
now with a carrier frequency, fo, of 1 GHz and an rms frequency deviation,
D, of 8 MHz (corresponding to an r-f channel about 50 MHz in width). The
highest baseband frequency, B, for the 525-line video used in the United
States is 4.5 MHz. Let the integrated electron density, NT’ be 4 x 1018
electrons/m2 on the basis that transmissions in such a broadcast or re-
lay mode will be confined to well-defined geographical locations and
therefore be well above the horizon. In this case, the characteristic
frequency, fc’ 17.2 MHz and the normalized parameters, B and D, are,
respectively, 0.262 and 0.465. Then, from Eq. (39), the output signal-
to-distortion ratio, SDR, becomes 162 (22.1 db). Alternatively, from

Fig. 9, SDR = 15.5 + 2 x 3.32 = 22,1 db, since D = 0.465 (-3.32 db).
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Unfortunately, it is difficult to equate the subjective effect of
this signal-to-distortion ratio in the output of an ionospherically
dispersed FM transmission with that of a similar signal-to-noise ratio
in the output of a conventional vestigial-sideband AM transmission cor-
rupted by thermal noise. For one thing, the spectral density of thermal
noise in the video is uniform for the AM transmission, whereas that of
the intermodulation in the M transmission goes roughly as the square
of the baseband frequency. Thus, one might expect a greater effect on
the high-frequency video content than on the low frequency video content,
Also, thermal noise is generally uncorrelated with the signal whereas
the intermodulation can display a strong correlation as evidenced by the
magnitude of the cross-power spectral density. Therefore, the intermodu-
lation can be expected to differ in appearance and subjective effect
from the customary ''snow."

Other aspects, unique to a video signal, must also be considered.
One is the possibility that the intermodulation may affect the sound sub-
carrier, which is located above the video at 4.5 MHz., Although the inter-
modulation spectrum is at its strongest there, the sound subcarrier is
relatively strong (a minimum of 50 percent of the peak picture power)
and uses FM with a peak frequency deviation of only 25 kHz. These factors,
plus the known superior coverage of the sound portion of conventional TV
broadcast compared with the picture, suggest that this source of inter-
ference will probably not be significant.

The situation is less promising with respect to coloxr TV. The
color subcarrier is at 3.58 MHz with its attendant sidebands extending
from roughly 2.5 to 4.5 MHz, again in the vicinity of the peak of the

intermodulation spectral density. As a result, two effects can be
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anticipated. First, the ratio of the linear-signal~to-intermodulation
spectral density at which the color information must be demodulated
(corresponding to the signal-to-cross~talk ratio in the previous
example) will be unfavorable, amounting to about 18 or 19 db for this
case. As a result, the color quality will be degraded much as it
would be by thermal noise of comparable magnitude.

Second, the intermodulation can be expected to interfere with
the synchronization of the color subcarrier generated in the receiver.
The color subcarrier is suppressed at the transmitter and only short
bursts (8 cycles of 3.58 MHz) are sent at the beginning of each hori-
zontal line (i.e., at a 15,750 Hz rate). Because quadrature modula-
tion is employed, the reference oscillator must be synchronized
accurately in phase as well as frequency. Thus, intermodulation can
degrade color separation by causing synchronizing phase errors,

It is likely that the subjective effect of ionospheric dispersion
on a multichannel telephone trunk, as discussed above, can be estimated
with a fair degree of accuracy using the numerical values computed by
the theory presented here. However, such is probably not the case with
respect to TV, particularly with color TV. The computations yield
numbers, which, if interpreted as corresponding to interference produced
by thermal noise, would be cause for concern. Whether the interference
caused by ionospheric dispersion will be more or less objectionable in

comparison is presently a matter of speculation and will probably remain

so until experimental tests are conducted,
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Appendix

SPECTRAL ANALYSIS

Let the output phase function given by Eq. (18) be written

B(t) =B+ &+ f2 + f3 + ea (A-1)

as suggested in Section III. Substituting into Eq. (19) for Wy and ex-
panding the result yields the variety of pairings of the &xXf form de-
fined by Eq. (22). These will be examined in turn to obtain the various
components of the output phase spectral density, we.

BX

This first pairing immediately yields
2
BXB = N 6 (£) (A-2)

where the expected value is a constant and the Fourier transform of a
constant is a delta function at zero frequency, i.e., a dc term. The
coefficient is given as the leading dec term in the first of Egs. (23).
oxe

This pairing can also be written directly by noting from Eq. (17)
that @r is the response when ¢ is applied to a filter having an impulse

response, Yo The associated steady-state transfer is seen, from Egs.

(13), to be & so

exé = |A(E) |2wQP(f) (A-3)

By definition, this is the linear-signal component of we and is the

second of Eqs. (23).
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X
pxf,

There are two terms of this type in Eq. (19), but they are equiva-

lent since B is not a function of time. Thus, from Eq. (18),
1 f 2
Xf_ = 2(- -)= -u)- -
Brf, = 2(-B ) (-)5 & ! v; (WE[p(t-u)-2 (£)]"du (A-4)

The expected value in Eq. (A-4) has been computed previously and is
given by Eq. (C-12) of Ref. 10; viz.,

[oo]

Bleew-¢ (917 = [ @ w a2 8@+ 1] (a-5)

- O

Performing the integration on p then yields

[ee]

Bxe, = - 283 | 4o W (L(IAC-P) (A-6)

- 00

where the first and third terms in Eq. (A-5) have disappeared by virtue
of the second of Egs. (12). The functions & and A are identified from
Egs. (13).

As with Eq. (A-2), the Fourier transform yields a delta function

at zero frequency. Also, the fact that wQP is an even function can be

used to write
[e o}

-8 6(6) [ dp W_(R)[A(PIA(-PI+A(-p)A(-P)]
0 ¢

- O

BXf
2

- 8,806 [ a0 w (0 [a(e)A(-p)+0 (p)A ()]

-0

- 28 _6(f) J dp Ww(p)Re A(pYA(-p) (A-7)

-
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where the symmetry properties of A and A given by Egs. (15) have been
employed. The coefficient of & above is given as the second-order dc|
term in the first of Eqgs. (23).

The computation of the higher order terms requires evaluating
the expected value of fourth-order products of the gaussian variates.
Two of the methods available have been used in previous reports. In
one of these, the desired expected value is identified as the coef-
ficient of the appropriate term in the expansion of the expected value
of a specially constructed exponential function, details are given in
Appendix B of Ref. 6. The other method uses the relation

E(xlxz...xzn) = E: E(x,x;)E(xjxk) ces E(XEXZn) (A-8)

all pairs

as described in Appendix C of Ref. 10, which is used here.

There are two terms of this type in Eq. (19), i.e.,

IxXf

;=9 E[@(t)f3(t+T) + é(t+f)f3(t)]

3 EZ@(t-T)f3<t) + @(t+’r)f3(t)] (A-9)
Since the terms in Eq. (A-9) differ only in the sign of 7, they will
simply be written singly with a * notation, the sum being understood.
Then, from Egq. (18),

Pf = 3E {- % ¢ (t=7) j v, (%) [9(t-x) - @r(t)]Bdr
0

1o (e (0 [ v 0 leemn - ¢ (0] %x} (A-10)
0
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The term in the upper line of Eq. (A-10) is identical in form to Eq.

(C-4) of Ref. 10. Its value is given by Eq. (C-18) of Ref. 10 as

2 w@(f)-i dp W, () {Re A(PYD(-p-E)A(E) - {A(f)lzlA(p>!2} (A-11)

The other term in Eq. (A-10) remains to be computed. Using Eq.

(17) to expand the initial %'s yields
P

[ee]

du g dv ‘(l) dw vr(U)vi(V)Yi(W)

N
ot g

2
3 E o(eaT-u)o(t-v) [p(t-w) - 2 (t)] (A-12)
According to Eq. (A-8), the expected values in this expression can be
expanded in the form
2 2
E(abc™) = E(ab)E(c”) + 2E(ac)E(bc) (A-13)
The various expected values are

E(ab) E @(ttT-u)p(t-v)

R@(iT—u+v) (A-14)

where the autocorrelation function in Eq. (20) has been used,

E(cz)

E{p(t-w) - ‘Pr(t)]2

Jae w o 0leeo)) 2 280yt 4 1) (4-15)

which follows from Eq. (A-5),
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E(ac) = E 9 (t7-u) [p(t-w) - ¢ (t)]
= RCP(:tT-u+w) - _([ dx yr(x)R(P(ﬂ:'r-u+x) (A-16)
E(bc) = E ¢(t-v) [p(t-w) - & (t)]

ch(v-w) - zl; dx Yr(x)ch(V-x)

i2mp (v-w) i27p (v=x)

T dp WQP(P)e - T dx v_(x) f dp wcp(p)e
-0 O -0

i2pv

- T a0 w7V )] (a-17)

The Fourier transforms of Eqs. (A-14) and (A-16) are

~i2mfT

F E(ab) = f ar e R, (+7-utv)

- o 1ZTE(uv) H, () (A-18)

@

& E(ac) J. dT e-ierfT [Rw(iT'HW) - j dx Yr(X)Rp (ﬂ:’l’-u+x):|
0

Fiznf(u-w) Fi2mnfu
= e e

W, () - BFEW, ()

e:FiZITfu Wq,(f) [eiizﬂfw _ A(:Ff)] (A-19)

Combining Egqs. (A-15), (A-17)-(A-19) in Eq. (A-13) yields
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F E(abcz)

E(c?)3 E(ab) + 2E(bc)3F E(ac)

Fi2mfu
e

{ +i2mfv
e

W () RO OIS TORSS]

N z[eiiZwa_A($fﬂ T a0 ww(p)ei2ﬂpv[e-12ﬂpw_A(p)]} (=209

-0

When substituted into expression (A-12), the integration on u follows

immediately, resulting in

1 T T term in braces
-5 A(if)ww(f) i dv g dw yi(v)yi(w) {in Eq. (A-20) (A-21)

Integrating on v further yields

- % AGEDW (D) i dw v, (W)

2 i2mpw
fran | e o[ o] aeet ]

g§e——8

+ 2 [eiizﬂfw-A(¥f)} T dp ww(p)A(-p>[e-i2ﬂpw'A(p>] }

-2 aenum [ e e [a v m
-0 O
{A(¥f)[|A(p)|2-2A(p)eizﬂpw+1]

N zA(_p>[ei12ﬂfw_A(¥f)] [e-iZpr_A(p)] } (A=22)

The terms not involving the exponentials vanish when integrated on w,

by virtue of the second of Eqs. (12), yielding
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[oo]

3 8GO [ a0 w0 {-20FD8EIAGCR)

-0

+ 20 (-0) [A(FErp)-0 (FEYA(P) =6 (p)A () ]}

NG R ROUCEIRNCITSITES

-0

- A(=p)A(FE4+p)+A (=) A(FEYA(P) ]

w@(f)_i dp W (P) {A(if)A(—p)[2A(¥f)A(p)-A(¥f+p)]
R INE LI } (A-23)

where the symmetry properties of & and A given by Egs. (15) have been
used in the last step. Dropping the + notation and writing expression

(A-23) as a sum yields

W, (6 [ a0 W (0) [28(DACRACDO(0) - BOA-PIA(- ko)

-

+18¢E) 12100y |2 + 28 (-E)A(-p)A(E)A ()
C A=A -p)A(Erp) + Jac-5) |2 |Ac)]? ] (A=24)

Changing the sign of the variable, p, in the second and third terms

results in

ool

0 (5) [ o w () [2B(HACIACDAE) - BDAEIA(-E-p)

T+ 28 (-E)A(PYA(EYA(-p) ~ A(-E)A(PIACERP) + 2]B(E) |?]Acpy]?]

= ZWm(f) f dp w@(p)[z Re A(E)A(-p)A(~£)A(p) ~ Re A(EYA(P)A(-£~p)

-

R INGIRIY IR (4-25)
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where the symmetry properties of 4 and A have again been used.

The total @Xf3 is the sum of expressions (A-11) and (A-25),

@Xf3 = ZWCP(f)-i dp Ww(p) {Re A(E) [A(p)A(_p_f) - A(p)/\(-f-p)]
2 2 2

This contribution is the leading cross~power term and is listed as the
third of Eqs. (23)

X
£,55,

From Eq. (18), this term is

£,XE, = % I du v, (u) f av ¥, (v)
0 0
3 E{[ao(uu) - 8 () e (err-v) - & (1)) (A-27)

Expanding the expected value according to Eq. (A-8) yields
E(a’b®) = E(a®)E(b2) + 2E2(ab) (A-28)
The expected values

E(az)

Elp(t-u) - 8 ()77

E(bz) Elo(t+T-v) - @r(c+'r)]2 (A-29)

are equivalent and are both given by Eq. (A-15). Since the variable
T disappears on applying the expectation operator, taking the Fourier
transform results in a zero-frequency delta function., Thus, the con-

tribution of this term to Eq. (A-27) is

=

68y | du v, w) i av vy ) [ a0 ) [ oo w0
0 - -

[lae) | %20y %1) []ao)|2-200)etT™V41] (A-30)
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Again by virtue of the second of Eqs. (12), only the terms involving
the appropriate exponentials remain when the integrations on u and v

are performed. The result is

6<f>[T a0 W@ | [ [ & W, (©)B @) (=) |

P 2
s [ @ wome a@inen] (A-31)

where the symmetry properties of & and A are again used. This term
is not listed in Eqs. (23), since it is clearly a third-order dc temrm
(another contribution of the same order can be expected from the

Bxf, term).

4

The expected value in the second term of Eq. (A-28) is similar

in form to Eq. (C-26) of Ref, 10,

E(ab) = T dp w¢(p)eizﬂpT[A(P)-e-iznpv] [A(—p)-eiz”p“] (A-32)

Substituting first into Eq. (A-28) and then into Eq. (A-27) yields

du | dv v, (u)y, (V)

3 { T dp wp(p)eizin[A(p)—e'iZ”pV] [A(-p)-eiznp“]

T do w¢(c)eiznOT[A(o)-e"iZHOV] [A(-o)-eimkﬂﬂ }

N =
oe—s8
oO——8

1 120 (p+0)T
=3 do wap(p)w,\o(c)zi e

[ o
{I du Yi(u)[A('P)-eiZ\Tpu:' [A(_G)_eiZTTGu]

T dv yi(v)[A(P)-e-iznpv] [A(o)-e—izncvj } (A-33)
0

8 8e——8

o
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The integral on u in the second line is evaluated by expanding the
integrand and integrating term by term

i27pu 12”0u+e12ﬂ(9+0)u]

J du Yi(u) (A (-p)A (-0)-D(~0)e
0

-A(-p)e

= - L (-0)A(-p)-L(-P)A(-0)+A (-p-0) (A-34)
Analogously, the integral on v in the third line is
=0 (CYAN(R) - D(PIAN(@) + A(p+T) (A-35)

The product of these expressions, which are complex conjugates, is
simply the square of their magnitude. Substituting in (A-33),

taking the Fourier transform and integrating on ¢ yields

ge—- 8

1 )
E_ do—i do w?(p)w¢(0)6(f-p—0)
|2 (p)A(@) + A(p)D (o) -A@%ﬂlz

= % I dp Wy(p)hh(f-p)IA(p)A(f-p)+A(P)A(f-p)_A(f)|2 (A= 36)

which is the leading intermodulation component and is listed as the

last of Eqs. (23).
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